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LEARNING OBJECTIVES

At the conclusion of this presentation the learner will be able to: 
1. Implement LLMs to predict emergency department return visit

2. Mitigate performance differences between LLMs across multiple sites

3. Learning objective
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Data: OMOP Common Data Model



Results



Preliminary Results of Prediction (Qwen3-8B)

500 patients with/without RVA each, for adults and elderly
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