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DISCUSSION
• Manual error analysis of model responses:

• Unsupported attribution: Correctly inferred antibiotics were for 

pneumonia but invented the rationale (“CXR showed low O₂ levels”).

• Prompt echoing over evidence: Disproportionately reproduced 

patient’s question instead of grounding answer in clinical evidence.

• ArchEHR-QA will serve as a strong benchmark for evaluating automated 

patient EHR QA systems.

RESULTS

• Patient-portal inbox messages are a major driver of clinician burden1.

• Tools that help clinicians draft replies can reduce this burden.

• Generating answers using patients’ medical data is a key opportunity.

• Prior work targets general consumer health question answering (QA)2.

• To our knowledge, no existing work aimed at answering patients' 

questions using their electronic health record (EHR) data.

• We propose a novel dataset, ArchEHR-QA, for EHR QA, with patient 

questions, clinician-interpreted questions, EHR note excerpts, and 

clinician answers (Figures 1 & 2).

EXAMPLE

Figure 1: Example case. Sentences 1 and 2 are essential; 3 is supplementary; others not-relevant.
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METHODS

Component ICU ED All

Total Cases 104 30 134

Patient Question WC 90.2 94.8 91.3

Clinician Question WC 10.6 10.2 10.5

Answer WC 72.6 72.3 72.6

Note Excerpt WC 410.2 280.7 381.2

Note Sentences 27.6 19.3 25.7

Essential 7.0 (25.5%) 5.2 (26.7%) 6.6 (25.7%)

Supplementary 5.9 (21.4%) 2.6 (13.4%) 5.2 (20.1%)

Not Relevant 14.7 (53.1%) 11.6 (59.8%) 14.0 (54.3%)

Model
Factuality Relevance

P R F1 BLEU ROUGE SARI BERTScore MEDCON AlignScore Avg

Llama 3 59.5 39.8 47.7 3.4 22.7 51.0 40.4 38.9 41.5 33.0

Llama 4 56.9 47.6 51.8 6.7 23.6 51.7 40.3 38.1 36.0 32.7

Mixtral 49.7 45.9 47.7 6.8 24.2 53.1 42.5 40.2 35.8 33.8

DATA

Table 1: Descriptive statistics. All values are means. WC: word count.

Figure 2:
Dataset creation workflow.

Table 2: Benchmarking EHR QA with sentence-level citations to input clinical note. Factuality: 
F1 Score between cited and ground truth sentences. Relevance: Text and semantics-based 
metrics against clinician answer. Best scores are bolded. P: Precision, R: Recall, F1: F1 Score.

Contact: sarvesh.soni@nih.gov

mailto:sarvesh.soni@nih.gov

	Slide 1

